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Design of Compensators to Relocate Sampling Zeros of Digital Control
Systems for DC Motors

Takuya SOGO∗and Masafumi JOO∗∗

Abstract : This paper presents a design method for a pre-filter for relocating sampling zeros based on the Taylor expan-
sion, which was recently found to be reduced to a simple formula for a relative degree of 2. The method is successfully
applied to sampled-data systems of a DC motor, which usually has a sampling zero near−1 that makes it difficult to
apply feedforward control based on pole-zero cancellation. We experimentally demonstrate that the discrete-time model
following controller works well and is free from oscillations or ringing for sampled-data systems of a DC motor when
the proposed zero-relocation filter is implemented as an analog circuit for an operational amplifier connected to a power
amplifier. We also experimentally demonstrate that an analog filter can be replaced by a fast digital filter.

Key Words : sampling zero, feedforward control, digital control, model following control, motor control, multi-rate
sampled-data system

1. Introduction

Recently, control systems for various mechanical applica-
tions have generally been digital systems. While such systems
are continuous-time systems having samplers and zero-order
holds (ZOH) with the same time period, they are essentially
hybrids of continuous- and discrete-time systems. The conven-
tional approach for analyzing and designing such systems is
based on the theory for discrete-time systems that describes the
values of the system variables at the sample time. Although
the theory for linear discrete-time systems is largely compati-
ble with that for linear continuous-time systems, some critical
theoretical relationships are ambiguous. One such relationship
is the correspondence of the zeros of transfer functions. We
consider the following transfer function of a DC motor:

G(s) =
421.8

s(s + 6.4)
. (1)

Applying the ZOH and sampler with the sample timeτ = 0.01,
gives the pulse transfer function for the sampled-data system as

H(z) =
0.0206(z + 0.9789)
(z − 1)(z − 0.9379)

. (2)

While the poles of the pulse transfer function at 1 and 0.9379
respectively correspond to the continuous-time poles at 0 and
−6.4, the pulse transfer function has a discretization zero at
−0.9789, which does not correspond with any continuous-time
zero. To complicate matters, because the zero at−0.9789 is
very close to−1, feedforward compensation based on pole-zero
cancellation generates persistent oscillations in the output and
consequently undesirable oscillations in the mechanical system.

In various control applications, the transfer functions of
sampled-data systems often have unstable zeros, which make
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it difficult to apply feedforward control based on pole-zero can-
cellation to such systems. One possible approach for overcom-
ing this difficulty is to relocate the sampling zeros by adjusting
the system parameters. In fact, a general continuous-time sys-
tem described by

G(s) =
K(s − q1) · · · (s − qm)

(s − p1)(s − p2) · · · (s − pn)
(3)

leads to the sampled-data system

Hτ(z) =
Cτ{z − γ1(τ)} · · · {z − γn−1(τ)}

(z − ep1τ)(z − ep2τ) · · · (z − epnτ)
(4)

whose poles and zeros are functions of the parameters ofG(s).
However, in contrast to the poles, there is no simple relation
between them continuous-time zeros{q1, · · · , qm} and then−1
sampling zeros{γ1(τ), · · · , γn−1(τ)}, which are generally not ex-
pressed by closed formulae of the parameters of the continuous-
time transfer function. Hence, to the best of our knowledge,
no versatile methods have been reported for adjusting the pa-
rameters to relocate sampling zeros. The Taylor expansion of
sampling zeros is partially given by

γk(τ) = 1+ qkτ +
q2

kτ
2

2
+ O(τ3) (5)

for k = 1, · · · ,m [4]. The Taylor expansion of the othern−m−1
sampling zeros has recently been derived [8]. Moreover, it was
demonstrated that the Taylor expansion coefficients can be ex-
pressed by simple formulae for the casen − m = 2, which im-
plies that it should be possible to approximately relocate the
sampling zeros in this case [8]. In this paper, we consider DC
motor models as typical examples of this case and develop a
pre-filter for relocating sampling zeros. The effectiveness of
this approach is demonstrated by experiments of model follow-
ing control of a DC motor with the relocation pre-filter.

2. Taylor Expansion of Sampling Zeros and Approxi-
mate Relocation of the Zeros
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2.1 Taylor Expansion of Sampling Zeros for the General
Case

The zeros of the pulse transfer function tend to be 1 or
the zeros of the so-called Euler–Frobenius polynomialBn−m(z)
[1],[9], namely,

Hτ(z)→
Kτn−m(z − 1)mBn−m(z)

(n − m)!(z − 1)n
(6)

as the sample timeτ→ 0, whereBk(z) is defined as

Bk(z) = bk
1zk−1 + bk

2zk−2 + · · · + bk
k (7)

and

bk
j =

j
∑

l=1

(−1)j−llk
(

k + 1
j − l

)

. (8)

Moreover, the Taylor expansion with respect to the sample time
τ of the numerator of the pulse transfer functionHτ(z) and the
zeroγk(τ) that tends to the zero of the Euler–Frobenius polyno-
mial Bn−m(z) has recently been derived [8].

Theorem 1 [8] Assume thatG(s)/s has simple poles1 and let
rl be the residue of the continuous-time transfer functionG(s)
at polepl (i.e., rl = lim s→pl G(s)/(s − pl)). The pulse transfer
function can then be expressed as

Hτ(z) =
τn−m

{

F0(z) + F1(z)τ + · · · + Fµ(z)τµ + · · ·
}

(z − ep1τ)(z − ep2τ) · · · (z − epnτ)
,(9)

where

Fµ(z) =
1

(n − m + µ)!

n
∑

j=1

c(µ, j)(−1)jzn− j (10)

and

c(µ, j) =
n

∑

l=0

rl

∑

for all combinations of j numbers

{i1, · · · , i j } chosen from
{0,1, · · · , n}\{l}

(pi1 + · · · + pi j )
n−m+µ.

(11)

The sampling zero that tends to the zero of the Euler–Frobenius
polynomial denoted byλ has the Taylor expansion

γ(τ) = λ + α1τ +
α2

2!
τ2 +

α3

3!
τ3 + · · · +

αµ

µ!
τµ + · · · ,(12)

where

α1 = −
(

F′0(λ)
)−1

F1(λ), (13)

α2 = −
(

F′0(λ)
)−1 {

α1F′′0 (λ) + 2α1F′1(λ) + 2F2(λ)
}

, (14)

α3 = −
(

F′0(λ)
)−1 {

3α1α2F′′0 (λ) + α3
1F(3)

0 (λ)+

+ 2α2F′1(λ) + (3α2
1 + α2)F′′1 (λ) + 6α1F′2(λ)

+6F3(λ)} , (15)

...

αµ = −
(

F′0(λ)
)−1















∑

ν

αi1 · · ·αiνF
( j)
0 (λ)

+

µ−1
∑

k=1

k!
∑

ν

αi′1
· · ·αi′νF

( j′)
k (λ) + µ!Fµ(λ)















, (16)

1 This assumption does not restrict the range of applications. For
example, if the function has a pole of order 2, one can consider
two simple poles,p andp + ǫ whereǫ is a small number [8].

i1 + · · · + iν = µ, i1 < µ, · · · , iν < µ, j ≥ 1, i′1 + · · · + i′ν = µ − k,

j′ ≥ 1.

It should be noted that

F0(z) = K(z − 1)mBn−m(z) (17)

and all the zeros of the Euler–Frobenius polynomialBn−m(z) are
real, negative, and distinct, which impliesF′0(λ) , 0. Moreover,
for the casem = 1, we haveF′0(1) , 0 and the Taylor expansion
(12) is also valid forλ = 1.

2.2 Taylor Expansion for the Case n − m = 2

Although the expressions in Theorem 1 are generally not
very simple, it has been demonstrated that forn − m = 2 the
polynomialFµ(z) and the expansion coefficients (12) reduce to
relatively simple expressions [8]. Here, we consider

G0(s) =
1

(s − p1)(s − p2)
, (18)

which is the main model used in various control applications,
such as DC motors. Moreover, to introduce adjustable parame-
ters into (18) while maintainingn−m = 2, we add a single pole
and a zero to (18), namely,

G(s) =
s − q

(s − p1)(s − p2)(s − p3)
, (19)

which leads to the pulse transfer function

Hτ(z) =
Cτ{z − γ1(τ)}{z − γ2(τ)}

(z − ep1τ)(z − ep2τ)(z − ep3τ)
, (20)

where limτ→0 γ1(τ) = −1 and limτ→0 γ2(τ) = 1. The expres-
sions in Theorem 1 forλ = −1 reduce to the following simple
expressions [8]:

F0(z) =
1
2!

(z2 − 1), (21)

F1(z) =
1
3!

{

(p1 + p2 + p3 − q)z2+

(p1 + p2 + p3 − 4q)z − 2(p1 + p2 + p3) − q} , (22)

F2(z) =
1
4!

[{

p2
1 + p2

2 + p2
3 + p1p2 + p2p3 + p3p1

−(p1 + p2 + p3)q} z2

+ 2(p1 + p2 + p3)(p1 + p2 + p3 − 4q)z

−
{

3(p2
1 + p2

2 + p2
3) + 5(p1p2 + p2p3 + p3p1)

+3(p1 + p2 + p3)q}
]

, (23)

F3(z) =
1
5!

[{

−(p3
1 + p3

2 + p3
3) − p1p2p3

− p1p2(p1 + p2) − p2p3(p2 + p3) − p3p1(p3 + p1)

+(p2
1 + p2

2 + p2
3 + p1p2 + p2p3 + p3p1)q

}

z2

+
{

3(p3
1 + p3

2 + p3
3) + 13p1p2p3

+ 8p1p2(p1 + p2) + 8p2p3(p2 + p3) + 8p3p1(p3 + p1)

−13(p2
1 + p2

2 + p2
3)q − 18(p1p2 + p2p3 + p3p1)q

}

z

+ 4(p3
1 + p3

2 + p3
3) + 14p1p2p3

+ 9p1p2(p1 + p2) + 9p2p3(p2 + p3) + 9p3p1(p3 + p1)

+6(p2
1 + p2

2 + p2
3)q + 11(p1p2 + p2p3 + p3p1)q

]

.

(24)
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Substituting these expressions into (13), (14) and (15), wehave

γ1(τ) = −1+ α1τ +
α2

2!
τ2 +

α3

3!
τ3 + · · · , (25)

α1 = −(p1 + p2 + p3 − q)/3, (26)

α2 = −(p1 + p2 + p3 − q)2/32, (27)

α3 = −7(p3
1 + p3

2 + p3
3)

− 27(p2
1p2 + p2

1p3 + p1p2
2 + p1p2

3 + p2
2p3 + p2p2

3)

− 42p1p2p3 + 32(p1p2 + p2p3 + p3p1)q

+ 22(p2
1 + p2

2 + p2
3)q − 5(p1 + p2 + p3)q2 − 10q3.

(28)

Moreover, since the limit of the other sampling zeroγ2(τ),
which is at 1, is not a multiple root ofF0(z) and henceF′0(1) ,
0, the Taylor expansion ofγ2(τ) is also given by (12) in Theo-
rem 1. This leads to

γ2(τ) = 1+qτ+
q2

2!
τ2+

(p1 + p2 + p3 + 2q)q2

6
τ3

3!
+· · · .(29)

2.3 Approximate Relocation of Zeros Based on Trunca-
tion

From (25) and (29) and neglecting the higher-order terms of
the expansions, we expect to be able to approximately manip-
ulate the locations of the sampling zeroγ1(τ) andγ2(τ) in (20)
by adjusting the values of the extra zeroq and polep3. Here,
we truncate (25) and (29) up to the second-order term and min-
imize the absolute values of the zerosγ1(τ) andγ2(τ) to be can-
celed by the poles of feedforward controller. This results ina
stable response with a rapid decay. The absolute values of trun-
cated (25) and (29), namely,

∣

∣

∣

∣

∣

∣

−1−
p1 + p2 + p3 − q

3
τ −

(p1 + p2 + p3 − q)2

32

τ2

2

∣

∣

∣

∣

∣

∣

, (30)
∣

∣

∣

∣

∣

∣

1+ qτ + q2τ
2

2

∣

∣

∣

∣

∣

∣

(31)

are minimized to 1/2 by choosing

q = −1/τ, (32)

p3 = −4/τ − (p1 + p2). (33)

Here, as a case study of the approach proposed above, we
apply it to the model for the DC motor; i.e., we consider

G(s) =
1

s(s − p)
·

s + 1/τ
s + 4/τ + p

(34)

and evaluate the accuracy of the above approximate minimiza-
tion. From numerical calculations for randomly selected (τ, p),
it was demonstrated that the real values of the sampling zeros
γ1(τ) andγ2(τ) derived from (34) are solely characterized by
the valueτp, as depicted in Fig. 1, which shows 10,000 ran-
dom examples for (τ, p) ∈ [0.0001,0.1] × [−200,−0.1]. From
those numerical examples, we found that for values of polep
and sample timeτ that do not makeτp too small, the modified
DC motor model (34) is effective for relocating the sampling
zeros to about±1/2.

3. Experiment of Model Following Control
To demonstrate the effectiveness of the relocation technique

proposed in the previous section, we apply the approach to a
digital model following control for an experimental DC motor.
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Fig. 1 Examples of values of sampling zeros.

3.1 Experimental Setup of DC Motor

We consider a DC motor with the power amplifier depicted
in Fig. 2, the continuous-time model from the inpute[V] of the
amplifier to the angleθ [rad] of the inertial load is identified as
(1), which was given in the Introduction. Applying the ZOH

Power amp.(maxon LDC30/2)

DC Motor
(maxon RE-max21)

inertial

load
rotary

encoder

!"#

sampler

Fig. 2 Experimental setup.

and a sampler with a sample timeτ = 0.01 s to the DC motor
system depicted in Fig. 2, we have the pulse transfer function
(2), which has a zero at−0.9789. To relocate this zero, we ap-
ply the method developed in the previous section to the transfer
function (1), namely the addition of a single pole and zero de-
scribed by (34). We have

G(s) =
421.8

s(s + 6.41)
·

s + 100
s + 393.6

. (35)

The value ofτp = −0.0641 is not too small to approximately
relocate the zeros to around±1/2 (see Fig. 1); the scalar 421.8
is independent of the location of the zeros and poles. Conse-
quently, the transfer function (35) leads to the pulse transfer
function

H(z) =
0.011093(z + 0.4519)(z − 0.3681)
(z − 1)(z − 0.9379)(z − 0.01953)

, (36)

whose zeros can be cancelled by poles that have much shorter
decay times than the pulse transfer function (2).

To implement the additional pole and zero for (35), we in-
troduce an operational amplifier circuit, as depicted in Fig. 3,
whose transfer function is

C(s) = −
C1

C2
·

s + 1/(C1R1)
s + 1/(C2R2)

. (37)

Example capacitances and resistances that realize the transfer
function (35) are



SICE JCMSI, Vol. 00, No. 00, xxx 20114

-

+

Power amp.

OP. amp. Motor

C2C1

R1 R2
load

rotary

encoder

C(s) G(s)

!"#

Fig. 3 DC motor system with operational amplifier circuit.

C1 = C2 = 0.1µF, (38)

R1 = 100kΩ, (39)

R2 = 25.4kΩ. (40)

3.2 Model Following Control

To demonstrate the effectiveness of the zero relocation, we
apply model following control [5] to the modified DC motor
system, which fully relies on pole-zero cancellation to cause
the output of the objective system to converge to the output of
the canonical model.

Consider the discrete-time objective system ˆy(z) = H(z)û(z)2

with H(z) = B(z)/A(z) where

B(z) =b0zn−1 + b1zn−2 + · · · + bn−1, (41)

A(z) =zn + a1zn−1 + · · · + an, (42)

and the canonical model ˆyM(z) = HM(z)ûM(z). Then, the model
following control gives an input ˆu(z) that makes the output ˆy(z)
satisfy

D(z)(ŷ(z) − ŷM(z)) = 0, (43)

where the roots ofD(z) are set as appropriate values to adjust
the convergent rate of the output errory(k) − yM(k) to 0 ask →
∞. Let D(z) = 1+ d1z−1 + · · · + dnz−n then such input is given
by

û(z) =
1
b0
{D(z)zŷM(z) − BS (z)û(z) − R(z)ŷ(z)} , (44)

where

BS (z) =b1z−1 + · · · + bn−1z−(n−1), (45)

R(z) =(d1 − a1) + (d2 − a2)z−1 + · · · + (dn − an)z−(n−1),

(46)

which is depicted by the block diagram in Fig. 4. The feedback

Fig. 4 Model following control

block consisting ofb−1
0 andBS (z) in the controller, namely

2 ŷ(z) and û(z) indicate the z-transformed variables of the
discrete-time signaly(k) andu(k) (k = 0,1, · · · ), respectively.
In the following discussions, the time and z-domain signals are
described likewise.

b−1
0

1+ b−1
0 BS (z)

=
1

b0 + b1z−1 + · · · + bn−1z−(n−1)
=

zn−1

B(z)
(47)

cancels all the zeros of the objective systemH(z) and hence
the stability of the zeros is necessary for the stability of the
controller.

For the zero-relocated pulse transfer function (36) of the DC
motor, we choose the canonical model as

HM(z) =
0.001z2

(z − 0.95)3
(48)

and set

D(z) = (1− 0.1z−1)3. (49)

Figure 5 shows the experimental results for the above controller
with the input

uM(t) =

{

1 (1≤ t ≤ 4)
0 otherwise.

(50)
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Fig. 5 Inputu(k) and outputy(k) signals from the motor with relocation
filter.

We conducted the same experiment on the DC motor without
the filter, namely the pulse transfer function (2) and Fig. 2;we
set

D(z) = (1− 0.1z−1)2 (51)

corresponding to the transfer function (2) and apply the model
following controller (44) with the same canonical model as (48)
to the discrete-time model. It should be noted here that although
the difference of value for the ordern of the denominators in
(36) and (2) necessarily causes the difference of the order of
(49) and (51), the roots of (49) and (51) are set as the same
value, which results in the same convergent rate of the output
errory(k) − yM(k). Figure 6 shows the experimental results ob-
tained without the relocation filter. Although the desired output
trajectory is tracked very well by the motor both with and with-
out the relocation filter, the oscillations in the input signal to
the DC motor without the relocation filter are sustained much
longer than with the filter, as shown in Figs. 5 and 6. Such os-
cillatory phenomenon is caused by the poles of the controller
(47), which originates from the sampling zero near−1.
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Fig. 6 Inputu(k) and outputy(k) signals from the motor without the relo-
cation filter.

Moreover, it is often observed that the model following con-
troller without the relocation filter causes the body of the motor
to hum loudly and jitter in the angle even after the output of the
canonical model settles to the constant value. Such hum and
jitter occur frequently in particular when external torqueis ap-
plied to the motor shaft. Figure 7 shows such an example of
the observed phenomenon when a constant torque is applied to
the motor shaft by another current-controlled DC motor. (The
external torque of 4.92mNm has been applied since 1s.) In con-
trast, the model following controller with the relocation filter
is stable when the output of the canonical model settles to the
constant value; any oscillatory phenomenon such as the case
without the relocation filter is not observed even when vari-
ous external torques are applied by the external motor or fin-
gers. Figure 8 shows an example of response of the DC motor
with the relocation filter applied by the same external torque as
Fig. 7.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1

0

1

2

3

4

5

Time[s]

In
p

u
t 
si

g
n

a
l v

o
lta

g
e

[V
]

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

−0.14

−0.12

−0.1

−0.08

−0.06

−0.04

−0.02

0

Time [s]

A
n

g
le

 [
ra

d
]

Fig. 7 Input signal and motor angle for the amplifier without the reloca-
tion filter (response to the external torque).
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Fig. 8 Input signal and motor angle for amplifier with relocation filter
(response to the external torque).

3.3 Substitution of Analog Filter by Fast-Sampling Digital
Filter

The zero-relocation filter introduced to the DC motor in the
previous section is used to block the lower-frequency compo-
nent in the step-shaped signals generated by the ZOH, as de-
picted in Fig. 9. This observation suggests approximating the
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Input to the filter (ZOH signal)
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Fig. 9 Input and output of zero relocation filter.

output of the analog relocation filter (s − q)/(s − p3) by the
output of the fast ZOH signal with a time periodδ that is suf-
ficiently shorter than the original sample timeτ for the ZOH
(see the transformation from the upper part to the middle part
in Fig. 10)3; this transformation is mathematically validated by
the fact that the continuous signal from the analog filter canbe
approximated by the step-shaped signal from the ZOH with ar-
bitrary accuracy provided the width of the step is sufficiently
small [7]. Since a single step of the ZOH signal of the time
periodτ is a sequence of theτ/δ times repeated steps of the
ZOH signal of the time periodδ, the ZOH of the time period
τ in the middle part of Fig. 10 is virtually replaced by the fast
ZOH of the time periodδ without loss of accuracy. Finally, the
continuous-time filter (s − q)/(s − p3) connected with the vir-
tual fast ZOH and the sampler of the time periodδ leads to the
discrete-time filter

F(z̄) = (1− z̄−1)Zδ

{

L−1

[

s − q
s − p3

×
1
s

]}

, (52)

whereL−1[·] and Zδ[·] indicate the inverse Laplace trans-
form and z-transform of the discrete-time signal obtained by

3 For simplicity, we assume thatδ = τ/N whereN is a natural
number.
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ZOH
fast
ZOH

fast

sampler

ZOH

fast
ZOH

rate

changer

Fig. 10 Substitution of analog relocation filter by digital counterpart.

sampling at the time periodδ, respectively [2],[8]. Since
Zδ

{

L−1 [

1/(s − p)
]

}

= z̄/(z̄ − epδ), we have

F(z̄) = (1− z̄−1)

(

(p3 − q)/p3z̄
z̄ − ep3δ

+
q/p3z̄
z̄ − 1

)

(53)

=
z̄ − (qep3δ + p3 − q)/p3

z̄ − ep3δ
. (54)

Thus the analog relocation filter with the virtual fast ZOH at the
input port and the fast sampler at the output port is substituted
by the digital filter (54) with the rate changer that simply repeats
the same value for the output forτ/δ times (see the transforma-
tion from the middle part to the lower part in Fig. 10). Figure
11 shows an example of the output of the digital relocation filter
with the output of the corresponding analog relocation filter.
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Fig. 11 Approximation of output of the analog relocation filter by fast
digital filter with δ = τ/10= 0.001.

When we replaced the analog filter of the previous experi-
ment in 3.2 by a digital filter (54) with a sample periodδ =
τ/10, we obtained the results shown in Fig. 12, which is similar
to those shown in Fig. 5.

This approach provides another design method for multi-rate
sampled-data control systems, which has been demonstratedto
be effective to design feedforward controller for sampled-data
systems with unstable zeros [3],[6].

4. Conclusion

We presented a design method for the pre-filter to relocate
sampling zeros based on the Taylor expansion with respect to
the sample period. This method was successfully applied to
sampled-data systems of a DC motor, which usually has a sam-
pling zero near−1, hence making it difficult to apply feedfor-
ward control based on pole-zero cancellation. An experiment
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Fig. 12 Input signal generated by the fast ZOH and response of the motor
with the digital relocation filter ofδ = τ/10= 0.001.

of model following control was performed to demonstrate the
effectiveness of the proposed zero-relocation filter for sampled-
data systems of a DC motor. It was demonstrated that the ana-
log zero-relocation filter could be replaced by a fast digital fil-
ter.
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